
Best Practices for Characterization of Magnetic Nanoparticles for
Biomedical Applications
The use of magnetic nanoparticles in biomedical applications provides are a wealth of opportunities.
Nonetheless, to truly understand the interactions of these materials in biological media, detailed
characterization is necessary with these complex systems. This Feature highlights some “best
practices” in the analytical techniques and challenges in the measurement of the properties of these
materials.
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Magnetic nanoparticles (MNPs) are one of the most
often used examples of how nanotechnology can be

applied to medical applications. These applications include
both imaging (e.g., magnetic resonance imaging (MRI)
contrast enhancement agents and magnetic particle imaging
(MPI)) and therapy (e.g., magnetic hyperthermia and directed
drug delivery).1−4 For all of these applications, an under-
standing of the structure of the particles, the surface
functionality, and their resulting magnetic properties are
critical for investigators to be able to measure as well as
understand the implications of these properties on the medical
challenge they are attempting to solve. In order to understand
how the function is related to the inherent properties of these
particles, characterization is an essential first step.
For better or worse, this field is relatively easy to enter as

magnetic nanoparticles can be produced through a number of
methods including rudimentary techniques such as aqueous
based coprecipitation.5,6 Because of this ease of access, there is
a wealth of publications with varying degree of characterization
and understanding of the material properties that would
contribute to the success of the targeted application. In order
to translate the technologies of nanoparticles into applications
in clinical as well as industrial settings, the challenges of
ambiguity in reporting and diversity in measurement must be
addressed.
While there have been many review articles that have

focused on synthesis, characterization, and applications of
magnetic nanoparticles, there is a lack of a concise overview of
the methods of characterization and simplified explanation of
all aspects of the field relating to MNPs.7−10 This Feature is
intended for researchers just starting out in the field of
magnetic nanoparticles and those who wish to learn more

about the importance of properly characterizing them. The
purpose of this Feature is to provide a simple explanation and
background on preferred practices in the characterization
methods and technologies associated with the MNP field.
Specifically covered is the characterization of the dimension-
ality of these materials, the resulting magnetic properties,
surface functionality, as well as application specific character-
ization techniques. While this Feature provides an overview of
these analytical techniques, additional resources are provided
throughout. The reader is encouraged to review the recently
produced ISO standard on the characterization of magnetic
nanosuspensions.11 This ISO catalogs many of the character-
ization techniques discussed in this Feature.

■ SIZE DETERMINATION

The structure of most MNPs used in biomedical applications
can be reduced to two parts: an inorganic crystalline core and
an organic shell, as seen in Figure 1. The organic shell is
needed to prevent agglomeration of the particles and reduce
the potential for a response from the immune system.12,13

Published: September 30, 2019

Figure 1. Cartoon illustrating inorganic crystalline core surrounded
by an organic stabilizing layer on the surface.
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Therefore, there are a number of dimensions that need be
characterized within the system.
For most biomedical applications, the size of the inorganic

core is critical for the success of a given application. For
example, particles of relatively small diameters (approximately
less than 25 nm for magnetite) are said to be super-
paramagnetic.14 Superparamagnetism exhibited for materials
with spins within the crystal would normally result in ferro/
ferri-magnetism; however, the energy barrier between the
different aligned states is less than thermal energy in a given
time period. Thus, during the time of measurement the
collective moment a system of particles will be measured as
zero in the absence of an applied field. In the presence of an
applied magnetic field, H, the resulting magnetization, M, can
be describe using the Langevin function such that
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where c is the concentration of particles, V is the magnetic
volume of the particle, Ms is the saturation magnetization, kB is
the Boltzmann constant, and T is the temperature.15 It is
important to note that the Langevin model assumes a “dilute”
sample and does not include interparticle interactions.
One possible method to determine particle size is to fit

hysteresis loops of particle suspensions accounting for
polydispersity of the magnetic core (see magnetic character-
ization techniques below). For example, Kallumadil et al.
demonstrated that the fitting of measurement curves to
account for polydispersity within the samples allowed for the
comparison of the magnetic crystallite diameters.16 It should
be noted that in order to properly determine if the particles
exhibit superparamagnetic behavior, these measurements need
to be conducted in a solid matrix. This prevents the particles
from physically rotating, as particles suspended in liquid media
can freely align with the applied field resulting in curves
demonstrating zero hysteresis.17

Other methods for determining the size of the magnetic core
include transmission electron microscopy (TEM), X-ray
diffraction (XRD), small angle X-ray scattering (SAXS), and
small angle neutron scattering (SANS). SAXS and SANS along
with dynamic light scattering (DLS) can also be used to
determine the hydrodynamic size of the stabilized particle.
Details of each are described below.
The most commonly used method for measuring the core is

TEM. TEM provides information about the internal micro-
structure or ultrastructure of solids rather than just the external
structure as scanning electron microscopy (SEM) does.18

Understanding the internal structure is essential because
different core dimensions, coating dimensions, and the ratio
between the two result in different behavior of the magnetic
nanoparticles. Magnetic nanoparticles have a tendency to
agglomerate so sample preparation is essential to get quality
images. The samples are prepared by dispersing particles in a
chemically inert solution, which does not leave residue and
evaporates in a 10−20 min time frame at room temperature.
For example, volatile solvents like hexanes can be used for
organically stabilized particles. Alternatively, water, with the aid
of a heat lamp and desiccant can be used.19

The major drawback of TEM however is the sample size.
Measurements can only be made on a small sample size and is
very time-consuming. In addition, as operator bias can
influence which images get taken, thus researchers are advised

to avoid introducing subjectivity. In order to get a statistically
accurate measurement of the particle diameter, many images
should be taken at sufficient magnification to get good contrast
between the particles and the background yet zoomed out
enough to capture multiple particles in each image. The images
can then be analyzed using a program such as ImageJ, which is
available for free download by the NIH.20 A good rule of
thumb is to measure at least 300 particles to provide sufficient
statistical information. Tutorials on how to use the program
and analyze images to solve for dimensions can be found on
the NIH Web site.20

In comparison to other size determination methods, TEM
measures the “real” radius of samples. Since TEM involves
desiccation prior to measurement, it only provides information
about dry magnetic nanoparticles; however, in many
applications particles are typically in colloidal dispersions,
which would alter both the size and behavior. Recent advances
in liquid based TEM imaging are beginning to show promise to
observe particle−particle interactions as well as particle growth
in real time.21 TEM is typically limited to electron dense
material and provides a 2D projection of a 3D particle; thus,
other methods are necessary to fully understand particle
dimensions. It is possible to also image the outer organic layer,
but since it is not solvated, true information regarding its
dimensionality is difficult to discern. TEM is also a useful
technique to determine cellular interactions with the magnetic
particles. Due to the high vacuum environment, special sample
preparation is required which involves cell fixing, solvent
transfer, staining, microtoming, other advanced procedures.22

Secondary methods coupled to the TEM provide an
opportunity for additional analysis. For example, high-
resolution TEM-electron energy loss spectra (HRTEM-
EELS) has been used to provide compositional information
regarding the compositional nature of core−shell core−shell
Fe3O4/ZnxCo1−xFe2O4 nanoparticles.23 The absorption of
uranium onto the phosphate-based coating on the iron oxide
nanoparticle was observed via energy dispersive X-ray
spectroscopy (EDS) of the TEM images.24 In addition, a
number of in situ allow for the probing with electromagnetic
stimuli.25 Finally, one should consider the use of cryogenic-
TEM (cryo-TEM) techniques that can preserve the structure
of aqueous or biological media. For example, cryo-TEM has
been used to observe the nucleation and growth of
coprecipitation particles,26 the structure of magnetolipo-
somes,27 and changes to the aggregation state when interacting
with cells.28

Also known as wide-angle X-ray scattering (WAXS), XRD
allows researchers to determine information with respect to the
crystalline ordering of the atoms in magnetic core. As the
crystalline core is responsible for the magnetic response of
these materials, understanding the atomic ordering is critical to
the success of most applications. Much information can be
gained from XRD, including the structure of the crystals, lattice
spacing, and size of the crystallites.7 The size can be
determined from measuring the broadening of the peaks of
the spectrum using the Scherrer equation such that

λ
β θ

=D
0.9
cos

where D is the crystalline size (nm), λ is the wavelength of the
X-ray source, β is the width at half height of the peak
accounting for instrumental broadening, and θ is the
wavelength of the peak (typically the largest in the spectrum).
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While the Scherrer equation offers a convenient route to
measure crystalline particle sizes, it has its limitations for noisy
data where more advanced integration based methods offer the
ability to better interpret the data and account for peak
broadening from crystalline size and strain.29,30 This results in
the Williamson−Hall equation:

λ
β θ

ε θ= +D
0.9
cos

4 sin

where ε is the strain within the particles. One additional option
to determine size information from XRD is the size-strain plot
(ssp) method, which benefits from weighting lower angles over
higher angles.31

When using XRD for structural identification, the reader is
cautioned that both magnetite (Fe3O4) and maghemite (γ-
Fe2O3) are inverse spinel structures, and the resulting XRD
spectrum is nearly identical; thus, XRD is not an accurate
method to discern between the two species. This fact is rather
unfortunate, as these materials represent the bulk of the
current literature. Alternative methods to distinguish between
these two include Mössabaur spectroscopy at cryogenic
temperatures, observing the Verwey transition of magnetite,
or potentially TEM-EELS in the context of either XRD or
Raman spectroscopic information.32,33

SAXS as well as other low-angle scattering techniques
(medium angle and ultrasmall angle) have become integral in
the characterization and study of nanoscale materials.8 In a
typical experiment, a sample is irradiated with a high-flux X-ray
beam. This beam is scattered by the sample, and the scatter
profile at variable angles (inversely proportional to distance)
are collected. Because of this inversely proportional relation-
ship with distance, typical investigation angles range from 0.1°
to 5°. Unlike other methods where the morphology and
structure of nanomaterials can be obtained (i.e., electron
microscopy), X-scattering samples a macroscopic region to
give averaged structural data of the materials in question. SAXS
is also unique in its ability to probe mesoscale ordering and
self-assembly in native solutions of dispersed nanoscale
colloids.8 Here is where a large deal of utility is found over
many electron microscopy techniques as it is notoriously
difficult to maintain in situ structural information in electron
microscopy without introducing artifacts from sample
preparation. This is not to say that X-ray scattering is the
ideal technique, as the extraction of both the form factor and
structure factor require assumptions in geometry, dispersity,
and interparticle interaction. As the complexity of these
assumptions increases (e.g., dilute solution of monodispersed
hard spheres to interacting agglomerates of multiple length
rods), it may be necessary to introduce approximations into
the mathematical treatment of the particle scattering.34 Two
common approximations used in literature for more complex
systems are the decoupling approximation which assumes that
the intrinsic properties of the particles are not correlated with
their positions, and the local monodisperse approximation
which assumes that locally, all particles are identical. It is of the
utmost importance that these approximations be carefully
considered misinterpretation of obtained scattering data if they
cannot be reasonably fulfilled.
The form factor is of high importance, as its analysis

provides insight into the size distribution of the sample as well
as the particle shape. Typically, some a priori assumption of
the nanoparticle geometry or distribution are used in the form

factor model as it is necessary to know or assume one to find
the other. This is seen in the form factor equation

∫= ⟨| | ⟩P q n R F q R R( ) ( ) ( , ) d2

where n(R) is the size distribution function, and F(q,R) is a
function defining particle shape. Using a model-based
approach and assuming a functional form of n(R), it is
possible to analytically solve for both the number-averaged
radius of the particles as well as the root-mean-square deviation
of the distribution. As stated previously, as a particle system
becomes increasingly complex, the mathematical treatment of
the scattering also becomes more complex. Today, the form
factors of “simple” shapes have been worked out and are
typically available from various libraries or software packages.35

Multiple studies on monodisperse nanoparticle solutions have
compared nanoparticle size using TEM, SAXS, and XRD. Each
method has been shown to agree and can each be used to
characterize size dispersions of nanoparticles.36

One of the unique capabilities of SAXS is the ability to
investigate superstructure assemblies of nanomaterials and
their structures in situ.37,38 Typically, this is done by analyzing
the structure factor which defines the interparticle distance
(similar to the interatomic distance in X-ray diffraction). As
with the form factor discussed before, difficulties arise in
decoupling the form and structure factor when particles are not
assumed to be monodispersed spheres. There is a large swath
of literature discussing the mathematical approaches to
characterizing more complex materials and their assemblies.
The ability to elucidate the mesoscale structural components
of nanoparticle suspensions is of particular importance with
magnetic nanomaterials, as the addition of a large magnetic
dipole may cause small scale ordering of these materials.39,40

SAXS in itself is a powerful and unique tool for exploring
solution dynamics of nanoparticles. Its ability to probe the
nanoscale properties of a bulk solution without worry of bias is
essential for adequate characterization of nanoscale dispersions
of all types of materials.
SANS is also a highly useful technique to determine the

microstructure on the order of 1−300 nm. One of the major
benefits to SANS is that experiments can be conducted in a
variety of sample environments including variable temperature
and pressure as well as in the presence of electric and magnetic
fields.41 In addition to information about the inorganic core,
SANS can be used to measure the density of the stabilizing
polymeric brush.42 More recent advancements in SANS have
utilized polarized neutrons to reveal field induced uniform spin
canting on the surface shell of the magnetite nanoparticle.43,44

MNPs are typically prepared and used for application in the
form of colloidal dispersion, which makes dynamic light
scattering (DLS), also called quasi elastic light scattering
(QUELS), an easy and essential size measurement technique.
DLS is a very popular method because of the noninvasive and
quick and simple nature of the measurements. DLS measures
the fluctuations of the light scattered by dilute colloidal
suspensions allowing for determination of a particle Brownian
motion relative to a given hydrodynamic radius (rH).

9 This
radii takes into account the effect of drag between the particle
and the liquid it dispersed. Measurement of this size is essential
in describing the colloidal stability of these materials in varying
environments, particle−particle interactions and aggregation,
and the degree of surface modification of the MNPs.13,45,46
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The Brownian motion can be described by the Stokes−
Einstein equation:

πη
=D

k T
r6T

B

H

where DT is the translational diffusion coefficient, kB is the
Boltzmann constant (1.380 × 10−23 kg m2 s−2 K−1), T is the
temperature in Kelvin, and η is the viscosity of the suspending
media. Thus, larger particles will have slower diffusion rates
compared to smaller particles. Through a process of correlating
the intensity of scattered photons at various time points, the
corresponding decay in correlation is used to determine the
diffusion rate for the particles, where smaller particles will have
a faster decay in correlation compared to larger particles. The
resulting correlation function is then fitted through use of an
algorithm like the commonly used constrained regularization
method for inverting data (CONTIN), which assumes a
logarithmic distribution of particle sizes.47,48

DLS typically can provide four different outputs: Z-average
diameter (∝r6), intensity-weighted diameter (∝r6), volume-
weighted diameter(∝r3), and number-weighted diameter
(∝r1). The intensity weighted diameter is the raw data from
the scattering intensity of each particle fraction, the number
and volume are deduced from the intensity weighted, and the
Z-average is the “cumulant mean”. The Z-average is the most
popular way to report the diameter measured by DLS, because
of the reliance of the technique on least-squares fitting and
thus an insensitivity to noise.49 Because scattering is a weighted
measurements and measures particles as a function of the radii
to the sixth power, it is very sensitive to agglomerates of
particles. New investigators are often tempted to report only
number-average results, which will typically show the smallest
size and distribution in an effort to claim monodisperse particle
distributions. Unfortunately, this form of selection bias should
be avoided by reporting the various fits of the data.
When measuring size based on DLS using MNP samples, it

is important to take concentration into consideration. With too
low of a concentration, such as 0.1 mg/mL sample, there may
not be enough scattering of the light occurring to accurately
measure the sample. However, with too concentrated of a
sample such as 100 mg/mL, multiple scattering occurrences
may occur leading to inaccurate results.50 A good reference is
ISO 22412:2017(E), which provides a comprehensive view on
sample preparation and analysis.51

One should also consider the dispersing media for DLS
measurements. While it may be convenient to demonstrate
particle stability in ultrapure water, this does little to suggest
the colloidal stability of these materials in the biological
environment. More representative media includes solutions
that mimic the ion concentration and osmolarity of the human
body, such as phosphate-buffered saline. To test stability in
protein rich media, supplements like bovine serum albumin are
a convenient choice. Also useful for assessing the colloidal
stability of these materials in different media is nanoparticle
tracking analysis, where the motion of the particles is captured
with a camera the Brownian motion is calculated on a particle-
by-particle basis. This allows for the observation of stability in
biological media52 or the natural environment.53

Zeta-potential measurements are often conducted on the
same instrumentation as DLS. Often the results of these
measurements are used to determine particle stability based off
of electrostatic repulsion between particles. Zeta-potential is

not directly measurable, rather it can be determined through
charge potential generated motion (i.e., electrophoretic
mobility). Typical measurements are conducted in a U-shaped
sample holder with electrodes located at the top two ends. An
alternating voltage is applied to the suspension of particles
resulting in electrophoretic mobility of charged particles. This
motion is measured changes through phase shifts in the
scattered intensity. As zeta-potential describes both the surface
charge of the particles in a given medium, careful attention
must be made to ensure that the materials remain fully in
suspension during the entire measurement. This includes
control over the pH and specific ion concentration of the
suspending media, including precaution to ensure the effects of
sample dilution do not alter the surface charge of the
particles.54

■ CHEMICAL CHARACTERIZATION
Given that these materials are designed for biomedical
applications, authors are strongly encouraged to provide a
comprehensive reporting of the chemical composition of the
inorganic core and the organic shell. Of critical importance is
the surface chemistry of the particles, which defines the way in
which they interact with both one another and their
environment. Often magnetic nanoparticles are produced
with one ligand and replaced by another that provides the
necessary functionality (e.g., steric stability, disease specific
targeting, and opportunities for additional modification).55 Key
questions that must be answered via chemical characterization
include What is the concentration of magnetic particles in a
suspension? How successful was the ligand exchange in altering
the surface chemistry? and What is the surface coverage of the
ligand on the surface?
Concentration of particles in suspension is important to

know for both additional magnetic characterization (see
below) or knowing the amount of material added to cells or
animal subjects. As the majority of research in this field is
centered on iron oxide materials, one convenient method is the
use of UV−vis spectroscopy to measure the concentration of
iron in a sample. The preferred method involves first dissolving
the particles in concentrated hydrochloric acid and the
oxidative state of the iron can be reduced with hydroxylamine
hydrochloride. Next the iron is complexed with 1,10-
phenanthroline and resulting in absorbance at approximately
510 nm. The resulting absorbance can be compared to known
samples to create a standard curve.56 If detection of iron at
lower concentrations or multiple elements need to be
measured, inductively coupled plasma (ICP) equipped with
either a mass spectrometer (MS) or atomic emission
spectroscopy (OES) are used. Readers are encouraged to
read previous Analytical Chemistry articles describing elemental
analysis.57

For determining the amount of organic material on the
surface of the particle, the most commonly used method is
thermal gravimetric analysis. In a typical experiment, the
weight loss is measured from slightly above 100 to 500 °C at a
rate of 10 °C/min purging with nitrogen. It is important to
remove all residual solvent (i.e., water or other) prior to this
measurement, so an isothermal hold at 100 °C prior to the
measurement is necessary. The char yield of the organic layer
must be accounted for as well. This requires a secondary
experiment with just the organic material. Knowing the weight
loss, the size distribution of the inorganic core (typically from
TEM), and the char yield of the organic layer, one can
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determine the number of chains per nm2 on the surface of the
particles.58,59 While convenient, one is cautioned with this
method as it assumes that only one species of organic material
is on the surface of the particles. As recently shown by Davis et
al. via radioanalytical techniques, commonly used ligand
exchange reagents and methods do not completely remove
sacrificial ligands such as oleic acid.60,61

For chemical identification of the moieties on the surface,
one is tempted to utilize nuclear magnetic resonance (NMR)
spectroscopy. Unfortunately, the magnetic particles create large
field inhomogeneities resulting in peak broadening rendering
images undiscernible. A better option is the use of Fourier
transform-infrared (FT-IR) spectroscopy, which measures the
vibrational energy of the bonds. Samples can be prepared
through a multitude of methods. Most common include the
preparation of particles dispersed in potassium bromide (KBr)
pellets for transmission analysis or measurement via attenuated
total reflectance (ATR).24,58,62−64 In a typical FT-IR spectrum
of iron oxide nanoparticles, there will be at least two well-
defined peaks at 577 and 631 cm−1, due to the presence of
iron−oxygen (Fe−O).65
In addition to FT-IR, there is Raman spectroscopy (RS) and

X-ray photoelectron spectroscopy (XPS) which are useful in
crystal phase determination. Raman spectroscopy is useful for
chemically characterizing ferrite particles in particular because
of the sensitivity to cation disorder, the possibility to identify
different oxides phases like hematite or magnetite, the ability to
monitor the stability of spinel ferrites vs light exposure or
thermal treatment, the effect of nanometric scaling on Raman
lines features such as peak energies, widths, and shape, and the
opportunity to evaluate the presence of unwanted impurities.66

In RS, two common lasers used are 514 and 785 nm, which
will produce different characteristic peaks. The characteristic
peak of magnetite is 654 cm−1 with a 514 nm laser but is 670
cm−1 by a 785 nm laser, which can be due to possible oxidation
into maghemite because of the higher power.67 Additionally,
XPS is useful for nanoparticulate characterization because the
energies of emitted photoelectrons are characteristic of both
elements and the oxidation state.68

■ MAGNETISM

The magnetic properties of these materials are what makes
these materials unique. Those new to the field are often
tempted to demonstrate that their materials are magnetic
through pictures of vials with permanent magnets pulling
material to the side. While this may make a good image
demonstrating a magnetic response, it also demonstrates poor

colloidal properties of your suspension, meaning that your
material is not properly modified and is not stable in the media
presented. Rather, authors are encouraged to utilize more
quantifiable characterization methods like those described
below. The reader is encouraged to consult other reviews for
more specific details on experiments.17

The first property of concern is often the magnetization (M)
as a function of an applied field (H). The relationship between
these vectors is used to describe the magnetic flux (B), such
that

μ= +B H M( )o

where μo is the permeability of free space.69 In order to
experimentally characterize this relationship, there are several
different methods that can be used. One of the most common
ways to describe magnetic behavior of a material is using direct
current (dc) magnetometry techniques. In dc measurements,
the field is uniform and constant, thus the samples must be
physically moving in order to produce a change in the
magnetic field. One way to measure the moment by force is
using a vibrating-sample magnetometer (VSM). Using a VSM,
a sample is placed in a copper coil with an applied field and
then vibrated perpendicular to the field and the magnetic
moment is recorded by measuring a change in voltage.70

Simple and relatively inexpensive, it is reliable providing
information about the magnetic moment of a material as a
function of temperature, field, and crystal orientation.70

However, discovered in 1959, the VSM while a fast way to
measure, has a relatively poor sensitivity compared to more
recent characterization methods such as superconducting
quantum interference devices (SQUID). The output voltage
of a SQUID is recorded in the form of a flux profile and
provides valuable information about the magnetic properties of
a material.71 Another way to measure the magnetic properties
of particles can be done using hybrid VSM SQUID equipment.
In preparing samples for this measurement, it is important to

prevent unintended particle rotation. Several methods can be
adopted to accomplish this goal. Perhaps the simplest is
suspending the particles in a media that will be a solid at
measurement temperatures. For example, samples in water can
be made below the freezing point or organic media such as wax
at room temperatures.72 An improved method is suspending
the particles in a cross-linkable polymer matrix as best
described by Maldonado-Camargo et al.17 Briefly, materials
that are intended for aqueous media can be suspended in
tetraethylene glycol dimethacrylate and then cross-linked.
Organic suspendable particles can be cross-linked in styrene

Figure 2. Representative M−H loops of (left) magnetic nanoparticles exhibiting hysteresis and (right) where no hysteresis is observed.
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and divinylbenzene. One final method is drying particles on a
matrix such as a cosmetic cotton swab. One should be advised
to purchase high-quality swabs as iron filings (from processing
the cotton) can often appear in the swab, thus limiting the
accuracy of the measurement. Finally, following the measure-
ment, the concentration of materials will need to be
determined using methods described above.
Superparamagnetic materials are characterized by their lack

of a hysteresis loop.73 Hysteresis loops are magnetization
curves that represent a materials magnetic behavior of the
multiple domains as can be seen in Figure 2. Since all the
domains do not return to their original orientations after the
magnetic saturation (Ms) is reached and the field is decreased,
there is remnant magnetization (MR). MR can be removed by
applying a magnetic field in the opposite direction to the
original applied field, which is defined as the coercive field
(Hc). Superparamagnetic nanoparticles only possess a single
domain; they do not exhibit a hysteresis loop as ferromagnetic
and ferromagnetic materials do. Depending on the type of
magnetism the material possesses, there is another intrinsic
property that relates to the order and alignment of the
magnetic domains. For ferromagnetic and ferromagnetic
substances, the Curie temperature (Tc) describes the transition
between order and disorder for the domains, where for
antiferromagnetic materials the Neél temperature (TN)
describes this change.73 Beyond Tc or TN, a material loses its
magnetization as a result of the disorder. Superparamagnetic
materials, however, are characterized by a blocking temper-
ature.
In addition to hysteresis loops performed through traditional

methods such as VSM, there is a growing trend in measuring
the hysteresis as a function of frequency through dynamic
hysteresis loops. While VSM does offer a good bit of
information about the magnetic structure of the particles, for
many applications where an ac field is applied, the measured
coercivity is not applicable. For example, ac hysteresis in fields
in the range of 4−24 kA/m at 100 kHz can be measured
through some recent advances in instrumentation.74−77 This
allows one to determine the effect of frequency on the
hysteretic behavior of these materials.
Field cooling (FC) and zero field cooling (ZFC) are

experimental ways to measure the response of a material based
on its anisotropy in order to obtain information about blocking
temperatures.78,79 Using these methods, one can differentiate
between different types of magnetism.80 In both methods,
particles are experimentally cooled below their blocking
temperatures and magnetic behavior is recorded; the difference
is the presence or lack thereof an applied field. In ZFC, the
magnetic moment is frozen along the easy direction, where in
FC the magnetization is frozen in a different direction
depending on the anisotropy of the particles. From this
information, one can gather information about the distribution
of blocking temperature and thus the energy barriers.
For single domain particles, changes in the direction of

magnetization of MNPS is modeled in two ways: Brownian
Relaxation and Neèl Relaxation. Both the time Brownian and
Neèl relaxation time constants include volume and can be
modeled by the following:

τ
η

τ τ

τ τ τ

=

=

= +

V
k T

K V
k T

3

exp

1 1 1

B
H

B

N 0
eff m

B

N B

where τB is the Brownian relaxation time, τN the Neèl
relaxation time, VH the hydrodynamic volume, VH the volume
of the magnetic core, η the viscosity of the suspending media,
kB the Boltzmann constant, T is the temperature in Kelvin, Keff
is the effective magnetic anisotropy, and τ0 is the attempt
frequency (typically assumed to be 10−9 s). The Brownian
relaxation depends on the hydrodynamic volume and is a fluid
dependent representation of the magnetic behavior of particles,
whereas the Neèl relaxation time is dependent on the magnetic
anisotropy. Brownian relaxation time is concerned with
physical particle rotation due to Brownian motion, whereas
Neèl relaxation characterizes rotation of the magnetic field
within the particle and not the particle itself. When τN ≪ τB,
the primary mechanism is Neèl relaxation; however, when τN
≫ τB, particles follow the Brownian mechanism.81

As seen above, the Brownian relaxation time will scale with
the hydrodynamic volume, leading toward the potential for
bioassays.82 One way to measure these changes in hydro-
dynamic volume is through dynamic magnetic susceptibility
(DMS) or ac susceptibility. This analysis is done via a small-
amplitude alternating magnetic field (H) applied to colloidal
suspensions of nanoparticles. One can describe the change of
magnetization (M) as a function of time (t) as83,84

τ
χ= −M

t
M H

d
d

1
( )0

where τ is the relaxation time of the particle and χ0 is the linear
susceptibility at low fields. If one were to describe the
alternating field with a frequency (ω), such that H(t) = H0 cos
ωt, the resulting magnetization of the particle would take the
form:

χ ω χ ω= ′ + ′′M t H t H t( ) cos( ) sin( )0 0

where χ′ is the in phase (real) portion and χ″ is the out of
phase (imaginary) portion. Utilizing Debye theory and
accounting for background susceptibility, the infrequency
susceptibility (χ∞) is used to describe χ′ and χ″ such that83

χ χ
χ χ

ω τ
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ω τ
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As frequency increases, χ′ approaches the asymptote χ∞. χ″
will, however, have a peak value when ωτ = 1. Thus, by
monitoring changes in this peak frequency, the team will
measure changes in the hydrodynamic diameter of the particles
as a function of temperature83 and interactions with proteins,84

estimate the Neél and Brownian contributions,85 determine
whether the particles are aggregated or not,17,84 determine
whether the structure of the particle is single or multicore,86

and detect bioconjugation.87

When calculating the Neél relaxation time and the blocked
temperature, the concept of magnetic anisotropy is often
brought up. Magnetic anisotropy relates the crystal structure
and shape of the grains based on the different domains to the
magnetization direction. Magnetic properties rely heavily on
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direction, which makes the anisotropy important because of
the effect it has on hysteresis looks and coercivity. The
coercivity of a material is the resistance to changes in
magnetization, which is essential for understanding and
predicting the properties of MNPS. There are different types
of anisotropy, such as magnetocrystalline anisotropy and shape
anisotropy.69 Magnetocrystalline anisotropy is an intrinsic
property based upon the relationship between the direction of
crystallinity, the temperature and the magnetization. For
example, at different crystal directions such as ⟨111⟩, ⟨100⟩,
and ⟨110⟩ at a certain temperature, materials will express
different magnetic saturations.69

As described in the introduction, the difference between
measuring magnetite and maghemite in samples is essential to
the understanding. Magnetite and maghemite both possess
inverse spinel structures with their oxygen layers in an FCC-
type stacking along the [111] direction.88 Magnetite, Fe3O4,
has full occupancy of these sites in the form of Fe3+[Fe2+Fe3+]-
O4. When the ferrous ions are measured using spectroscopy
techniques, such as Mossbauer spectroscopy, the [Fe2+Fe3+]
behave as Fe2.5+ because of the fast electron hopping.88 The
ferrous ions in samples of maghemite however all get oxidized
from Fe2+ to Fe3+, which in turn results in different results in
both the number and positions of absorption lines when using
57Fe Mossbauer spectroscopy. Mossbauer spectroscopy is a
useful way to distinguish between magnetite and maghemite in
iron oxide particles, which will become more and more
relevant in application purposes. The reader is encouraged to
utilize the manuscript by Fock et al. for further analysis.88

One of the enticing properties of iron oxide nanoparticles
that brings new researchers into the field is their ability to be
used as magnetic resonance imaging contrast agents. That is,
they are able to shorten the protons T2 (transverse) and T1
(longitudinal) relaxation times. Commonly, due to the large
magnetic inhomogeneity created, magnetic nanoparticles are
referred to as T2 shortening agents with relaxivity values
(mM−1 s−1) in the 100 s.89 Relaxivity measurements are
typically done in either a dedicated relaxometer, NMR, or
MRI. Typically for a T1 measurement, an inversion recovery
pulse sequence is used consisting of a 180° pulse, a variable
delay, and a 90° readout pulse.90 Obtained data is typically fit
to an exponential, and the T1 can be extracted from the fit.
The measurement of T2 and T2* use very different pulse
sequence than the inversion recovery, commonly referred to as
a CPMG (Carr−Purcell−Meiboom−Gill) sequence or a spin
echo sequence. This uses a 90° pulse followed by subsequent
180° pulses to refocus dephasing spins, creating a decaying
“echo” as the pickup signal. Because of field inhomogeneities,
apparent T2 relaxation when measures with a single
exponential decay signal are much faster than predicted. This
phenomenon is referred to as T2* and is an important
parameter separate from T2.91 To get a true T2 measurement,
multiple spin echoes must be done. The amplitude decay is
“free” of the magnetic inhomogeneities causing the apparently
increased relaxation velocity seen in T2* and is therefore a true
measure of T2.92 Typically the relaxivity of a contrast agent is
reported, which is a concentration normalized value (mM−1

s−1). This is generated by taking multiple T1 or T2
measurements at varying concentrations, taking the inverse
to get a frequency value, and linearly fitting the data set. The
slope of this fit is the concentration normalized relaxivity. The
ability of magnetic nanoparticles to be used as MRI contrast
agents is an exciting application which allows them to be

biologically tracked, used in theranostic applications (hyper-
thermia/MRI), and tuned to create responsive sensors of
dynamic processes in vivo due to changing relaxivity values.93

In 1979, Gordon et al. first proposed the use of magnetic
nanoparticles for the heating and destruction of cancerous
cells.94 A similar approach is still used today in which either
ferromagnetic or superparamagnetic particles are placed in
proximity to targeted cells. The targeted tissue is then exposed
to an alternating magnetic field (AMF). The particles convert
the magnetic energy to phonons which can result in increased
thermal energy. Traditionally, the mechanism of cell death was
attributed to the bulk heating of the tissue above tolerable
temperatures, hence the frequent use of the term “magnetic
hyperthermia” which is still used in the literature and accepted
by many researchers. This technique has been shown effective
for the removal of osteosarcoma cells in hamsters95 and T-9 rat
glioma cells.96,97 A German based firm, which has a clinical
system to deliver the alternating field for use in human
subjects, has also recently reported successful treatment of
prostate and brain cancer with their device.98−101 However,
recent findings indicating the possibility that cell death may be
possible without cell heating has now resulted in a reevaluation
of the previous assumptions regarding temperature ef-
fects.102−108 Specifically, energy conversion rather than bulk
heating should be the focus. Author Mefford along with
others109 have led an effort to adopt the term magnetically
modulated energy delivery (MagMED) to distinguish their
work from that focused on thermal therapy. Like magnetic
hyperthermia, the goal of MagMED is to induce cell death.
However, in MagMED thermal effects are not the driving
force. Rather, it is hypothesized that the phonons released with
every cycle of the alternating field interact with cellular
functions that can result in the disruption of the cell
membrane, the induction of apoptosis signaling cascades, or
other such mechanisms to promote cell death. Other
alternative theories include the formation of reactive oxygen
species and thermophoresis. Central to all of these theories is
the need for efficient conversion of the alternating energy,
which is the focus of this project.
The amount of energy released by a magnetic system during

a single cycle of an oscillating applied magnetic field is given
by110

∫ μ=
−

U M H H( ) d
H

H

0
max

max

where H is the applied field and M is the component of the
total magnetization along the applied field axis. As explained in
the magnetic review, the plot of M(H) is called a “hysteresis”
curve. The energy output, U, is equal to the volume enclosed
by the curve. U depends on the oscillating field frequency f and
on the properties of the magnetic particles. For applications,
the specific absorption rate (SAR) is sometimes referred to as
specific loss power (SLP). SAR, the rate of energy production,
is important and is given by SAR = U*f, where f is the
frequency of the applied oscillating field and is often reported
in units of watts of energy per gram of particles [W/g]. This
value, however, does not account for differences in field and
frequency, which vary widely in the current field of research.
The effect of magnetic field is more complex, as the resulting
magnetic moment of a particle is nonlinear with respect to the
applied field. Moreover, the hysteresis loops observed using
traditional magnetometry (i.e., superconducting quantum
interference devices (SQUID) and vibrating sample magneto-
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meters (VSM)), have measurement times in the range of 7
orders of magnitude different than those used in magnetic
hyperthermia. This difference is important as materials that
appear to have no hysteresis in a traditional VSM loop are
observed to have significant coercivity at relevant frequen-
cies.111 Thus, as the field amplitude is increased, there is an
“opening up” of the hysteresis loop.110,112−114 Thus, at the
typical frequencies of MagMED, increasing the field yields a
larger area of the hysteresis loop resulting in greater energy
conversion. This trend will continue until one approaches the
saturation magnetization of the particles.115

It is tempting when pursuing a high SAR value to increase
the frequency to a high value and the field near the saturation
magnetization of the magnetic particle. Regardless, the heating
limitations the frequency and field applied to tissue must be
carefully considered. Exposure to high frequency has been
shown to produce dangerous physiological responses.113 This
effect is mainly due to the firing of nerve synapses, resulting in
the stimulation of muscles. This undesired nervomuscular
response can result in cardiac arrhythmia and other
disorders.113 It has been suggested that frequencies be kept
less than 200 kHz as well as the product of the field and
frequency be no greater than 4.85 × 108A m−1 s−1.116 While a
useful guide, this value was determined by severe extrapolation,
and thus the true effects of field and frequency will depend on
the particles and media.109

The resulting hysteresis loop is a derivative of the particles
that relax to realign with the alternating magnetic field. The
area of this hysteresis is the total magnetic energy lost
(postulated to be in the form of phonon release) in each cycle
due to the particles responding to the changing field. This
response is typically described by two different mechanisms:
(i) the internally switching of the direction of the particle’s
magnetization to align with local fields or (ii) the physically
rotation to reach realignment with applied field. These are
known as Neél and Brownian relaxation, respectively, and were
described previously in the size characterization section of this
Feature.
When it comes to characterizing and defining a value to the

potential of the particles, the SAR is used to report data. The
SAR value can be defined as

= C
m
m

T
t

SAR
d
dp

s

p

where Cp is the heat capacity of the measured suspension, ms is
the mass of the suspension, mp is the mass of the particle in the
sample, and T

t
d
d

is the change in temperature over time.109,117

Although SAR values are commonly reported, different groups
use different methods to calculate it. As mentioned before, the
frequency of the field used can often change the results of the
SAR; however, this is typically reported with the results.
Another major difference between research groups is the
method to calculate the change in temperature per time to use
in the equation. Most commonly used is the initial slope
method. In this method, the sample change in temperature per
time is recorded starting at a baseline temperature for a small
period of time and the initial slope of the heating is recorded
and reported. However, different groups have used different
ways to calculate the initial slope, which leads to discrepancies
in reported results.118

For this reason, it is important to be skeptical and carefully
read the literature to determine how the SAR value was

calculated before accepting one synthesis method or size as
more efficient than another. While other groups may use more
complicated methods or computer programs to calculate the
change in temperature per time, ultimately, studies have shown
there is not much difference from when the SAR value is
calculated using the much simpler initial slope correctly. If
delayed heating effects are accounted for and the slope is
calculated where there is initially a linear curve (for the first 40
s or so), then there is not much difference observed in the
results.
Another concept worth mentioning is the intrinsic loss

parameter (ILP). Some groups are beginning to report this
rather than the SAR because it removes the impact of field and
frequency in the calculation. The ILP can be defined as

=
fH

ILP
SAR

2

The ILP is only considered constant in relatively low field
strength and low frequency measurements because of the field
and frequency dependence of χ″.119 Due to this issue, ILP is
not recommended for use as a comparative tool between
studies. In order to properly compare the SAR performance
between samples, the field, the frequency, measured concen-
tration, and media all need to be held constant.

■ CONCLUSION AND OUTLOOK
This Feature has presented the basic building blocks on how to
best report one’s findings when developing new magnetic
nanoparticles for biomedical applications. That is, one could
create a simple check list to ensure they are best describing
these materials. Essential elements include quality TEM with a
sufficient number of particles to describe the size distribution
of the inorganic core, quantification of the surface coverage of
any surface modification, DLS measurements in representative
media to demonstrate colloidal stability, and M−H loops
performed in a solid matrix to observe the saturation
magnetization and any presence of hysteresis. This should
then be followed by application specific characterization that
test the particles in media that is representative. For example,
experiments should be run in media with similar ionic strength
and viscosity as these could impact the aggregation and
magnetic relaxation of the particles.
Beyond the scope of this Feature are the interactions of

these materials in the biological environment. Ultimately, this
is where the true application of these materials will be tested.
The reader is encouraged to explore one of the many excellent
review articles on this subject.120,121 Nonetheless, the same
philosophy of fully characterizing the effects of these materials
should be taken.
There is great potential for the application of these materials.

Through careful examination of the material properties, one
can make meaningful conclusions of causal relationships
driving better science. It is hoped that this Feature can be a
guide to elevate the field to new possibilities.
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